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Abstract

This paper examines the frequency and severity of the operational losses incurred by U.S. firms during the period 1990-2007, as reported by Fitch Risk. The losses are examined in relation to the state of the U.S. economy as represented by the unemployment rate, which is the macroeconomic variable that is most intuitively appealing in terms of association with the incidence of operational losses. The results of structural time series modelling reveal that while total severity and average severity are positively related to the unemployment rate, the frequency of losses is not.    
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Introduction

Operational risk is the risk of losses arising from the failure of people, processes and systems, and from external events. A view has been put forward repeatedly that, unlike market risk and credit risk, operational risk is idiosyncratic in the sense that when it hits one firm, it does not spread to other firms. This view implies the absence of contagion and that operational risk is firm-specific, not systemic. Lewis and Lantsman (2005) describe operational risk as being idiosyncratic because “the risk of loss tends to be uncorrelated with general market forces”. This, the argument goes, is not a characteristic of market risk and credit risk: a market downturn affects all firms, and default by the customers of one firm has adverse implications for its ability to meet its obligations to other firms. Danielsson et al (2001) criticise the Basel II Accord by arguing against the need to regulate operational risk on the grounds that it is idiosyncratic.
 
One reason why operational risk is thought to be idiosyncratic is that it is not related to the state of the economy, in the sense that the frequency and severity of losses do not depend on whether the economy is in a boom or recession.
 This is the essence of the argument put forward by Lewis and Lantsman (2005) who suggest that operational risk is “uncorrelated with general market forces”. The objective of this paper is to find out if the frequency and severity of operational losses are related to the state of the economy, using the unemployment rate as a proxy for the macroeconomic environment and a reference cyclical variable. The use of unemployment rate in preference to other cyclical variables is motivated by some of the propositions put forward to explain why operational risk is related to the state of the economy. These propositions are discussed in the following section.
Intuition, Theory and Empirical Evidence

Very little work has been done to model operational risk in terms of macroeconomic variables, perhaps because of the belief that operational losses are either “Black Swans” or because they are determined mainly by firm-specific factors.
 Size has been the most widely used firm-specific explanatory variable, perhaps because Basel II suggests that size is important. Under the basic indicators approach of Pillar 1 of Basel II, banks are required to calculate regulatory capital against operational risk as 15 per cent of gross income, which is a measure of size. However, it is often suggested that neither the empirical evidence, nor theory and not even intuition supports the importance of size as a determinant of operational losses.
 

Moosa (2008), on the other hand, argues that operational risk depends on the state of the economy, citing the following examples to substantiate the argument: (i) credit card fraud is more prevalent when consumer spending is strong; (ii) the risk of rogue trading is higher when financial markets are booming; and (iii) the legal action associated with employee termination and counterparty bankruptcies is more likely when the economy is in recession. 

Likewise, Chernobai et al (2007) suggest three reasons why operational risk is related to the state of the economy: (i) operational losses rise during economic downturns because firms reduce spending on internal controls; and (ii) when unemployment is on the rise, the incidence of external fraud goes up; and (iii) anticipation or threats of redundancy boost the tendency of some employees to indulge in internal fraud and promote negligence—or at least indifference and lack of enthusiasm—that may cause operational losses. 
On the other hand, Chernobai et al (2007) suggest that tougher regulatory oversight and investor scrutiny during recessions may reduce operational losses, meaning that operational losses may decline when the economy is weak. This line of reasoning is based on the proposition that the intensity of regulation is cyclical, which is not supported by the stylised facts presented by te history of regulation in the U.S. Philippon and Reshef (2008) trace an index of deregulation in the U.S. back to 1909, demonstrating that there was no change in the intensity of regulation between 1909 and 1933. The Great Depression brought with it a major change in the regulatory regime, which was intensified even further in the 1950s. Thereafter there was no change in the regulatory regime until 1980. Since then the regulatory environment has been relaxed persistently. No cyclical pattern in regulation is evident throughout this period. It seems that regulatory changes occur following a major crisis, as what happened in the 1930s or in the aftermath of the global financial crisis. Otherwise, significant regulatory changes occur as a result of a major shift in the prevailing ideology, which was the motivation for the wholesale deregulation initiated by President Reagan and Prime Minister Thatcher in the early 1980s. These two major episodes of regulatory change fall outside our sample period, which means that they do not have a direct bearing on our analysis. What is important for the purpose of the following analysis is that changes in regulation do not exhibit a cyclical pattern, which casts some doubt on the effect of regulatory changes on the cyclical behaviour of operational risk.
  
There are, therefore, reasons to believe that operational risk and losses are procyclical (higher in a strong economy), and others to believe that they are countercyclical (lower in a strong economy). Table 1 summarises these explanations, which mostly pertain to the failure of people, hence providing justification for using the unemployment rate as the explanatory variable representing the state of the economy. We will come back to this point at the end of this section.
Table 1: Hypothetical Cyclical Behaviour of Operational Losses

	Pro/Counter
	Possible Explanation

	Procyclical
	Credit card fraud is more rampant in a strong economy

	
	

	Procyclical
	Financial markets flourish in a strong economy, boosting the tendency to indulge in unauthorized trading

	
	

	Procyclical
	A weak economy triggers tougher regulatory oversight and increased investor scrutiny, hence losses are contained

	
	

	Countercyclical
	Legal action associated with employment termination and counterparty bankruptcies is more prevalent in a weak economy

	
	

	Countercyclical
	Firms reduce spending on internal controls, making it more difficult to detect fraud

	
	

	Countercyclical
	External fraud is more prevalent when unemployment is high

	
	

	Countercyclical
	Anticipated loss of jobs encourages fraud and negligence


The use of macroeconomic variables to explain the frequency and severity of operational losses follows from using them to predict the probability of default in studies of credit risk. For example, Helwege and Kleinman (1997) model one-year default rates over the period 1981-1994 using a number of variables, including the GDP growth rate. Duffie et al (2007) predict default intensities over the period 1980-2004, using the 3-month Treasury bill rate and the one-year return on the S&P 500 index. However, very little work has been done to explain operational losses in terms of macroeconomic variables, with the notable exception of Chernobai et al (2007). They analyse 1159 loss events endured by 160 U.S. banks over the period 1980-2003 in terms of both firm-specific features and macroeconomic variables. They conclude that “while there is some evidence that operational losses are more frequent and more severe during economic downturns, overall the macroeconomic environment tends to be less important than firm-specific characteristics such as size, leverage, volatility, profitability and the number of employees”. They find the arrival intensity of operational losses to be significantly related to the growth rate, implying that losses are more frequent during recessions—that is, operational losses are countercyclical.

An explanation is warranted as to the choice of the unemployment rate—as opposed to industrial production, for example—to represent the state of the economy or the business cycle. The reason is simple: operational risk is associated most intuitively with the failure of people, and unemployment is about people. The connection between unemployment and operational risk is easy to see: people become more like a potential source of operational losses when they are out of work or when they are threatened with the loss of their jobs. Two of the three explanations suggested by Chernobai et al (2007) for the connection between operational risk and the sate of the economy pertain directly to the failure of people as a result of unemployment or the threat of being unemployed. The third explanation is about the failure of processes and systems (internal controls), but that is also related to people—when internal controls are weak, more operational losses are incurred as a result of the failure of people, which intensifies when unemployment is high or rising. The explanations presented in Table 1 are about fraud, unauthorised trading, legal action, and negligence, all of which pertain to people and unemployment. It is less intuitive to relate these factors to industrial production, or any other coincident indicator of the business cycle, if it is chosen to represent the state of the economy. 
Methodology

The methodology used in this paper is based on the structural time series model of Harvey (1989, 1997). The univariate version of the model can be used to decompose an observed time series into its unobserved components. This model may be written as 
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where 
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 is the logarithm of the frequency, severity or average severity of operational losses, 

 is the trend component, 
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 is the cyclical component, 

 is the random component (which is assumed to be white noise) and t is a time subscript. The trend component, which represents the long-term movement of a series, can be represented by
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where 

, and 

. 

 is a random walk with a drift factor, 

, which follows a first-order autoregressive process as represented by equation (3). This is a general representation of the trend, which encompasses all other possibilities. 

The cyclical component, which is assumed to be a stationary linear process, may be represented by



                                                           (4)

where the amplitude of the cycle is given by 
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. In order to make the cycle stochastic, the parameters a and b are allowed to evolve over time, while preserving continuity is achieved by writing down a recursion for constructing 

 before introducing the stochastic components. If disturbances and a damping factor are also introduced, we obtain
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such that 

 and 

. 

 and 

 are uncorrelated white noise disturbances with variances 

 and 

, respectively. The parameters 

 and 

 are the frequency of the cycle and the damping factor on the amplitude, respectively.
 

Once it has been written in this form, the model can be estimated by maximum likelihood, using the Kalman filter to update the state vector (whose elements are the time series components), as new observations become available. Related smoothing algorithms can be used to obtain the best estimate of the state vector at any point in time within the sample period.
 
To find out if the frequency and severity of operational losses are related to unemployment, the basic univariate structural time series model represented by equation (1) must be modified by introducing one or more explanatory variables. Thus, the modified model is
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where 
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 is the unemployment rate and 
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 is a time-varying coefficient. The beauty of this model is that it allows us to examine the effect of factors other than unemployment even without identifying them explicitly (thus, they could be firm-specific factors or other macroeconomic variables). The effect of these factors is reflected in the behaviour of the components 
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. If these components are statistically significant while 
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 is also significant, then this means that factors other than unemployment affect the frequency and severity of operational losses. If, on the other hand, the components are insignificant while 
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 is significantly positive, this means that the only factor determining operational losses is unemployment. If, however, 
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 turns out to be insignificant while the components are significant, this means that operational losses bear no relation to the state of the economy (proxied by the unemployment rate). If 
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, this means that the frequency and severity of operational losses is countercyclical, and vice versa.

Data
The empirical results presented in this paper are based on 3239 loss events experienced by U.S. firms during the period 1990-2007. Data on loss events were obtained from the Fitch Risk Database, which is a qualitative operational risk database that contains full details of the loss events, including classification by business line and event type according to the classification scheme suggested by the Basel Committee on Banking Supervision (BCBS). It is noteworthy, however, that not every loss event included in the sample can be classified under on the headings suggested by the BCBS.
 Following the extraction of the loss data, loss events are arranged by quarter, and the quarterly number of events (frequency) and amounts (severity) are calculated by adding up the numbers and amounts involved in all of the loss events materialising in each quarter over the sample period. Average severity is the ratio of quarterly severity to the corresponding quarterly frequency. Data on the U.S. unemployment rate were obtained from the International Financial Statistics of the International Monetary Fund.
An important point to raise here pertains to the procedure used to assign a particular loss event to a particular quarter, given that time lags exist between the start, announcement and settlement dates of some loss events. For example, an internal fraud event may start long before it is uncovered, announced and settled. The criterion used for this purpose is the announcement date rather than the start date or the settlement date. Since we are mostly interested in the cause rather than the outcome of loss events, the settlement date is excluded as a criterion. Between the start date and the announcement date, the choice falls on the announcement date, since it is more precisely determined than the start date. In any case, the announcement date and the start date fall in the same quarter for most of the loss events examined in this study, and they may even coincide with each other. If the two dates do not fall in the same quarter and the start date is more important than the settlement date, we should observe some leads/lags in equation (6). This is, therefore, an empirical issue that will be examined in the following section.

The 3239 loss events add up to $606 billion. Figure 1 shows the frequency and severity of the losses by quarter. Figures 2 and 3 display the distribution of loss frequency and severity by business line and event type. About three quarters of the amount lost is classified under “others” because the classification of business lines by the Basel Committee only pertains to banks (given that Basel II is mainly directed at banks). In terms of the recognisable business lines, 8.5 per cent of the total loss amount was incurred in corporate finance (CF), followed by trading and sales (TS, 6.8 per cent). In terms of frequency, most of the losses were incurred in retail banking (RB) although almost half of the losses are not classified under specific business lines. As far as event types are concerned, about three quarters of the loss amount was incurred in events involving clients, products and business practices (CPBP). Almost half of the number of loss events falls under the same category (CPBP). 
Empirical Results

Table 2 reports the results of estimating the univariate model for frequency, severity and average severity.  The results include the final state vector (with the t statistics placed in parentheses), the modified coefficient of determination (
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), and three diagnostic test statistics: the Durbin Watson (DW) statistic, the Ljung-Box test statistic for serial correlation (Q), and a test statistic for heteroscedasticity (H). No diagnostic is reported for normality because failure to pass the normality test does not represent model misspecification.
 We can see that the model is reasonably well-determined in terms of goodness of fit and the diagnostic tests (all equations have positive 
[image: image15.wmf]2

d

R

). The one exception is that the severity equation does not pass the diagnostic for serial correlation, which may be caused by missing variables. In all cases the level of the trend (which is equivalent to the constant term in a conventional regression) is highly significant, whereas the slope (which is equivalent to the coefficient on a deterministic time trend in a conventional regression) is insignificant in all cases. The cyclical component is significant for severity and average severity, but not for frequency.
 
Figures 4-6 exhibit the behaviour of the three variables (measured in logarithms) with the extracted trends (the level components). This kind of behaviour fits a local-level model with an insignificant slope coefficient and a dominant random component. The dominance of the random component distinguishes operational risk from market risk. One particular aspect of this distinction is that low-frequency, high-severity loss events are more commonly associated with operational risk than market risk. It is also a reason why it is more difficult to model operational risk than market risk.
Table 2: Estimation Results of Equation (1) 
	
	Frequency
	Severity
	Average Severity
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	3.984
	7.985
	3.837

	
	(19.00)
	(18.45)
	(11.48)
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	0.0099
	-0.003
	-0.042

	
	(0.31)
	(-0.05)
	(-0.56)
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	0.188
	0.206
	0.104

	
	(1.09)
	(1.68)
	(1.05)
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	-0.22
	-0.462
	-0.280

	
	(-1.18)
	(-3.74)
	(-2.90)
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	0.34
	0.41
	0.46

	DW
	1.99
	1.97
	2.21

	Q
	1.05
	10.32
	3.98

	H
	2.26
	0.75
	0.49


* Q is distributed as 
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, which gives a 5 per cent critical value of 9.48. H is distributed as F(23,23), which gives a 5 per cent critical value of 2.01.

Figure 7 displays the behaviour of frequency, severity and average severity (measured in logs) in relation to the explanatory variable, the unemployment rate. The impression one gets from Figure 7 is that severity and average severity are more correlated with the unemployment rate than frequency. The estimation results of equation (6), which are displayed in Table 3, should reveal if this is the case. The first thing to observe is that the severity equation passes the diagnostic for serial correlation, now that an explanatory variable has been added. This provides indication that serial correlation in the univariate equation for severity is caused by missing variables. There is also improvement in the goodness of fit as represented by 
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. Despite the lack of dynamics, the models are well determined in terms of the goodness of fit and diagnostic statistics (no evidence for serial correlation). 
The results show that the significance of the trend and cycle in the univariate model does not change as a result of the introduction of explanatory variables. They also show that the coefficient on the unemployment rate is significantly positive for severity and average severity, but not for frequency. Recall that, unlike severity, frequency does not exhibit significant cyclical variation, which means that it is unlikely to be affected by a cyclical variable like the unemployment rate. While unemployment can explain the severity of losses, there are other determining factors, which may be firm-specific or otherwise. The finding 
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 means that operational losses are countercyclical—the higher the unemployment rate, implying a weak economy, the greater are operational losses. 
Table 3: Estimation Results of Equation (6) 
	
	Frequency
	Severity
	Average Severity
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	3.869
	5.560
	1.815

	
	(5.32)
	(5.59)
	(2.91)
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	0.0232
	-0.0014
	-0.019

	
	(1.76)
	(-0.03)
	(-0.57)
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	0.183
	0.193
	0.087

	
	(1.08)
	(1.57)
	(0.88)
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	-0.203
	-0.479
	-0.295

	
	(-0.18)
	(-3.88)
	(-2.98)
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	0.034
	0.512
	0.454

	
	(0.22)
	(2.56)
	(3.84)
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	0.37
	0.47
	0.53

	DW
	2.06
	1.90
	2.26

	Q
	2.75
	8.31
	5.16

	H
	2.45
	0.96
	0.65


* Q is distributed as 
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The next step is to re-estimate equation (6) by including lags of the unemployment rate to allow for the possibility of the loss announcement dates being different from the start dates. This extension of the empirical work does not produce significant results. The explanation for this outcome is three-fold: (i) for the majority of the loss events included in the sample, the start and announcement dates of the loss events fall in the same quarter (or they are identical); (ii) temporal aggregation of loss events undermines the effect of the small number of events where the start and announcement dates fall in two different quarters; and (iii) the loss amount involved in an event is accumulated over the period between the start date and the announcement date—that is, the full loss amount is observed on or very close to the announcement date. 
One important implication of the results presented in this study is that they provide justification for the separate modeling of frequency and severity under the advanced measurement approach (AMA) of Basel II. Under this approach, separate distributions are fitted to frequency and severity rather than one single distribution for the total loss amount. The AMA involves the specification of a discrete distribution for frequency and a continuous distribution for severity. Since the unemployment rate is a continuous rather than a discrete variable, this may explain the finding that severity, but not frequency, is related to unemployment.

Conclusion

While there are reasons to believe that operational risk is related to the state of the economy, hence it should exhibit some cyclical variation, it is not clear, intuitively or theoretically, if operational losses tend to rise or fall in a strong/weak economy. In this paper we examined the cyclical behaviour of the operational losses incurred by U.S. firms over the period 1990-2007. The sample consists of 3239 loss events costing the underlying firms $606 billion. 

The empirical results show that severity and average severity exhibit cyclical variation and that they are positively related to the unemployment rate, implying countercyclicality. On the other hand, the frequency of losses does not exhibit any cyclical variation and bears no significant relation to unemployment. The finding of countercyclical operational losses can be explained readily in terms of the implications of unemployment for the incidence of fraud, negligence and legal action. 
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Figure 1: Frequency (Number, right axis) and Severity ($ million, left axis) of Operational Losses
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Figure 2: Frequency and Severity by Business Line
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Figure 3: Frequency and Severity by Event Type
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Figure 4: Log Frequency and Trend (Level)
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Figure 5: Log Severity and Trend (Level)

[image: image37.emf]4

5

6

7

8

9

10

1990-1 1992-1 1994-1 1996-1 1998-1 2000-1 2002-1 2004-1 2006-1 2008-1

Log Severity Trend


Figure 6: Log Average Severity and Trend (Level)

[image: image38.emf]1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

6.0

1990-1 1992-1 1994-1 1996-1 1998-1 2000-1 2002-1 2004-1 2006-1 2008-1

Log Average Severity Trend


Figure 7: Frequency, Severity and the Unemployment Rate
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� Apart from being portrayed as idiosyncratic, operational risk is thought to be different from credit risk and market risk in that it is one-sided, indistinguishable from other risks, and transferable via insurance. Moosa (2007) presents arguments against these propositions, suggesting that operational risk is not independent of the state of the economy, which is the issue addressed in this paper.


� In the operational risk literature, it is often the case that the words “risk” and “loss” are used interchangeably. Although the two concepts are related, there is a significant difference between them. Risk is an ex ante concept in the sense that it is a source of potential loss. This implies that exposure to risk may or may not produce losses. Loss, on the other hand, is an ex post concept, in the sense that it may materialise as a result of exposure to risk. On this issue, see Moosa (2008).


� “Black Swans” are low-frequency, high-severity loss events. Firm-specific factors include, inter alia, size, liquidity and leverage.


� Herring (2002) casts doubt on the usefulness of the basic indicators approach for the calculation of regulatory capital as a percentage of gross income (a proxy for size). He argues that it is doubtful if this indicator (gross income) captures even the scale of an institution’s operations adequately and that it has no tenuous link to the risk of an expected loss due to internal or external events. Pezier (2003) suggests that the connection between gross income (hence size) and operational risk is loose: gross income is about the past whereas operational risk is about the future. de Fontnouvelle et al (2005) describe measurement based on a volume indicator as measurement in “an ad hoc manner”. Jobst (2007) argues that relating operational risk exposure to business volume amounts to an incomplete regulatory measure that engenders misleading conclusions about operational risk exposure and the associated capital charges. Shih et al (2000) concluded that size accounts for a very small portion of the variability in loss severity.





� While tightening of regulation is correlated with financial crises, particularly if they prove to have a profound macroeconomic impact, changes in economic activity are unlikely to drive regulatory changes unless there was a perception that inadequate regulation was to blame for any given recession. 











� For details of the estimation method, see Harvey (1989, chapters 4 and 7) and Koopman et al. (2007). For applications of this technique in economics and finance, see Moosa (2006). 





� The business lines are: corporate finance (CF), trading and sales (TS), retail banking (RB), commercial banking (CB), payment and settlement (PS), agency services (AS), asset management (AM), and retail brokerage (RG). The event types are internal fraud (IF); external fraud (EF); employment practices and workplace safety (EPWS); clients, products and business practices (CPBP); damage to physical assets (DPA); business disruption and system failures (BDSF); and execution, delivery and process management (EDPM). 











� The modified coefficient of determination, (� EMBED Equation.2  ���) is calculated on the basis of the first differences rather than the levels of the variables, and it is more appropriate for trended data. A model with a positive � EMBED Equation.2  ��� is better than a random walk with a drift model (� EMBED Equation.2  ��� can be negative). The Q statistic is calculated as � EMBED Equation.2  ���where n is the number of autocorrelation coefficients and k is the number of estimated parameters. It has a � EMBED Equation.2  ��� distribution. The test statistic for heteroscedasticity, H(h), is calculated as the ratio of the squares of the last h residuals to the squares of the first h residuals, where h is the closest integer to one third of the sample size. It is distributed as F(h,h).





� Table 2 represents the estimates of the final state vector. The estimation process is iterative, involving the updating (via the Kalman filter) of the estimates of the state vector as more observations are utilised. Thus, the final state vector is estimated on the basis of the full sample. 
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